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Abstract: Large language models (LLMs) provide a promising tool that enable robots to perform complex robot reasoning tasks. However, the limited context window of contemporary LLMs makes reasoning over long time horizons difficult. Embodied tasks such as those that one might expect a household robot to perform typically require that the planner consider information acquired a long time ago (e.g., properties of the many objects that the robot previously encountered in the environment). Attempts to capture the world state using an LLM’s implicit internal representation is complicated by the paucity of task- and environment-relevant information available in a robot’s action history, while methods that rely on the ability to convey information via the prompt to the LLM are subject to its limited context window. In this paper, we propose Statler, a framework that endows LLMs with an explicit representation of the world state as a form of “memory” that is maintained over time. Integral to Statler is its use of two instances of general LLMs—a world-model reader and a world-model writer—that interface with and maintain the world state. By providing access to this world state “memory”, Statler improves the ability of existing LLMs to reason over longer time horizons without the constraint of context length. We evaluate the effectiveness of our approach on three simulated table-top manipulation domains and a real robot domain, and show that it improves the state-of-the-art in LLM-based robot reasoning. Project website: https://statler-lm.github.io/.
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1 Introduction

Large language models (LLMs) are capable of generating intricate free-form text and complex code with an impressive level of proficiency [1, 2, 3]. Recently, researchers have shown that the success of LLMs extends to robotics domains, where the capacity for LLMs to perform complex reasoning using language enables robots to perform tasks that require sophisticated planning and language understanding [4, 5, 6]. These methods either rely solely on the implicit in-context memory that is internal to the LLM [5] or they augment LLMs with scene information extracted from an ego-centric image captured at the current time step [4]. Both approaches have proven effective for difficult embodied reasoning tasks, however they struggle when faced with planning tasks that require planning over long time horizons, due to the limited context window of contemporary LLMs. Although there have been recent efforts to enlarge the context window of LLMs [7], the size of the

*Equal contribution.
context window remains fundamentally bounded. Further, providing the model with long-range context improves prediction accuracy only on a small number of tokens—LLMs struggle to exploit information conveyed in long-term context beyond what can be directly copied [8]. Meanwhile, reliance on the robot’s current ego-centric view prohibits the language model from reasoning over aspects of the scene that are not directly observable, e.g., the fruit located in the (closed) kitchen refrigerator or an object in a room that the robot previously visited.

In this paper, we propose Statler (STATe-maintaining Language models for Embodied Reasoning), a framework that maintains an external world model as explicit memory to improve the long-term reasoning capabilities of LLMs for robot planning. Integral to our approach, as shown in Figure 1, it maintains and interfaces with this world model over time using two instances of general LLMs—a world-model reader and a world-model writer. The world-model reader interfaces with the world model to generate code that answers user queries. The world-model writer is responsible for predicting the next world state based on the current world state and a query given by the reader. We employ a structured representation of the world state, which has been found to improve the performance of LLMs [9, 10], particularly when the output is also structured, and has the advantage of being human-readable and concise for efficient processing. Note that while we individually tailor each world model’s design to its general task type (see Prompts 12, 8, 7, and 9), the design is highly flexible because the reader and writer are both LLMs and are instructed with in-context-learning to understand how to parse and manipulate the world model. This is in contrast to domain-specific formal languages [11], where the designs are fixed and parsing and writing requires that specific rules be followed.

We evaluate Statler on a series of simulated and real-world robot manipulation domains. Experimental results demonstrate that Statler improves the long-term embodied reasoning capabilities of LLMs and that it outperforms the current state-of-the-art [5].

2 Motivational Example

As a demonstration of the challenges to temporal reasoning with LLMs, we consider a three-cups-and-a-ball version of the classic shell game. In this game, three visually identical cups are placed upside down on a table with a ball hidden under one of the cups. At the start, the player knows under which of the three cups the ball lies. In each of the subsequent $K$ rounds, the dealer swaps the position of two randomly selected cups. After the $K$ rounds, the player is asked which of the three
cups contains the ball. Because the cups are visually indistinguishable, the player must keep track of the ball’s location as the cups are swapped in order to successfully identify its final location.

Figure 2: The accuracies of different methods for different numbers of swaps in the three-cups-and-a-ball shell game. LLM w/ State is a simplified version of our proposed Statler framework. For each method, the solid line shows how its accuracy $a(n)$ changes with the number of swaps $n$. The dashed line is the relative accuracy: $r(n) = a(n)/a(1)$. Intuitively, it measures how fast the performance decreases from a hypothetically perfect one-swap performance. Note that LLM w/ State indeed achieves $a(1) = 100\%$.

We simulate this three-cups-and-a-ball game using text as the interface. Prompt 1 presents the setup of the game. In Line 2, the Boolean value indicates the location of the ball and the subsequent lines describe the sequence of dealer swaps. After providing the LLM with multiple in-context learning examples prior to the prompt, the model is then asked to identify the location of the ball by generating the list highlighted in green after the $K$ swaps.

We evaluate three different approaches that attempt to solve this task: a vanilla LLM, an LLM with chain-of-thought (CoT) [12], and a state-maintaining LLM, a simplified version of our Statler model. The vanilla LLM (see Prompt 1) provides only the final location of the ball at the end of the game given the initial location and sequence of swaps. The LLM with CoT (see Prompt 2) generates the sequence of ball positions after the final swapping action. This triggers the model to reason over the state transitions (i.e., changes in the cup positions) that can help to identify the final location of the ball. The state-maintaining LLM (see Prompt 3) stores and updates a state representation at every step. In contrast to the other models, the state-maintaining LLM processes each query step-by-step conditioned on the previous (generated) state representation, and then updates the representation.

We evaluate the accuracy with which these three models predict the location of the ball for different numbers of dealer swaps. We use the text-davinci-003 version of GPT-3 as our LLM using the OpenAI API.\footnote{https://openai.com/api} We prompt the LLM with 30 demonstration examples with a randomized number of swaps, and one final prompt for each episode. We evaluate the three models using 100 episodes, each of which involves querying the model for the location of the ball after every dealer swap. We terminate the episode if the response to the query is incorrect.

Figure 2 visualizes the average absolute accuracy of each model as well as the accuracy relative to the model’s one-swap accuracy. As we increase the number of swaps, the absolute accuracy of the vanilla LLM drops precipitously, reaching a near-zero value after only three swaps. This behavior is consistent with existing work that highlights the difficulty of maintaining the world state implicitly in LLMs [13, 14]. The LLM with CoT performs slightly better after one swap, but also experiences a pronounced decrease in absolute and relative accuracy. In contrast, the state-maintaining model consistently achieves higher absolute accuracy. More importantly, the relative accuracy of the state-maintaining model decreases far more gradually than the other methods, retaining more than 75\% (absolute and relative) accuracy after five rounds of swaps.
Initial State  | Code-as-Policies | Statler (ours)
--- | --- | ---
place the block in the silver bowl on the blue block
put a block in the blue bowl so that the total weight of blocks in the blue bowl is less than what is in the gray bowl
put blocks in the purple bowl so that their total weight becomes identical to what is in the gray bowl
put all the dirty blocks on the table

Figure 3: Examples of simulations that show the result of executing different natural language instructions using a vanilla LLM and our state-maintaining LLM.

Next, we present our full method (Statler)—a generalized version of this simple state model—and demonstrate its ability to produce plans in the context of more realistic scenarios that require reasoning with significantly greater complexity.

3 Method

As exemplified in Section 2, the key to our approach is to allow the LLM to describe the next state while responding to each user query. The motivating example is simple in that the next state description is the response. Instead, we consider a more challenging and arguably more realistic scenario, such as manipulating objects on a table as depicted in Figure 4. In this setting, there is a significant burden on the LLM to track the state updates as well as generate responses. Inspired by the concept of modularity, we propose to split the burden across multiple different prompted LLMs. Precisely, we maintain a separate prompt that includes instructions and demonstrations for each subtask (state tracking or query responding) and then use the prompt to elicit an LLM to perform the particular subtask. As we will discuss shortly, our framework includes a world-model reader that responds to the user query and a world-model writer that is responsible for updating the state representation. Our framework, also shown in Figure 1 does not pose any limitation on what domain it can be applied to, or how many number of subtasks there are. We note that our approach can be seen as an extension to Code-as-Policies, where the state-managing mechanism is additionally embedded without affecting the fundamental capability of Code-as-Policies (i.e., hierarchical code generation).

To give a better idea of how the world-model reader and writer operate, we show example prompts and what each model is expected to generate. Prompt 4 is an example of the input passed to the world-model reader. Given a user query “Put the cyan block on the yellow block” and the current state representation (Lines 1–12), The world-model reader is expected to generate the code that responds to the query, taking into account the current state. The expected code to be generated is highlighted in green. After generating the code, our model executes it to complete the query. When the state needs to be updated, the generated code contains an update_wm function, which triggers the world-model writer with the query specified in its argument. In Prompt 5, we show the corresponding example for the world-model writer. Similar to the world-model reader, we prepend the current state representation before the user query and the model generates the updated state representation.
Prompt 4: world-model reader. The text highlighted in green represents the part that the model is expected to generate.

Prompt 5: world-model writer. The text rendered in blue highlights the updated part of the state.

(highlighted in green). Whenever the writer updates the state representation, we store it in external memory and refer to it as the current state representation.

4 Experiments

To demonstrate the capability of our approach, we evaluate our method on three tabletop domains (shown in Figure 4): simple pick-and-place, block disinfection, and relative weight reasoning. For each domain, we designed a training prompt and consider 20 evaluation episodes, where each episode consists of between 5 and 16 consecutive steps of user queries. We ensure every episode contains at least one query that requires reasoning over the interaction history (i.e., it requires “memory” across steps). This section is organized as follows: First, we provide a description of the three evaluation domains. Second, we present the details of our prompt design. Third, we discuss the evaluation results and then provide qualitative analyses.
Figure 4: The simulated domains we consider include (a) pick-and-place; (b) block disinfection, where the translucent sphere around a block represents its dirtiness (this is not visible to the robot); and (c) relative weight reasoning, where the radius of the disk under each block provides an indication of its weight. These disks are rendered there only for visual aids.

4.1 Simulated Table-top Manipulation Domains

The **simple pick-and-place** domain involves scenarios that require a robot arm to sequentially pick up a block and place it onto another block, bowl, or the table. The model needs to remember and reason over the block locations. The example user queries are “Put the green block in the red bowl”, “What is the color of the block under the pink block?”, and “How many blocks are in the green bowl?”

In the **block disinfection** domain, we consider the scenario in which a block can be either *dirty* or *clean*. When a clean block touches a dirty block (for example by stacking a dirty block on a clean block), it becomes dirty. There is a *disinfector* on the table that cleans any block placed inside it. This scenario emulates a clean-up task in which you might ask a robot to put dirty dishes in a dishwasher or dirty clothes in a washing machine. The user query contains pick-and-place commands similar to those in the simple pick-and-place domain as well as textual utterances that require reasoning over which blocks are clean and dirty, such as “Put all the clean blocks in the green bowl.” This domain presents a particular challenge as the model must effectively track the current cleanliness status of each block and accurately capture the state mutations that happens when a dirty block comes into contact with another clean block.

**Relative weight reasoning** involves memorizing and reasoning over the relative weights of the blocks. User queries provide information about the weight of blocks (e.g., “The red block is twice the weight of the bronze block”), which are followed by queries that require reasoning over the weights (e.g., “Put blocks in the purple bowl so that their total weight becomes identical to what is in the gray bowl”).

<table>
<thead>
<tr>
<th></th>
<th>Simple Pick-and-Place</th>
<th>Block Disinfection</th>
<th>Rel. Weight Reasoning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>successful steps</td>
<td>success rate</td>
<td>successful steps</td>
</tr>
<tr>
<td>Code-as-Policies</td>
<td>0.54</td>
<td>0.00 (0/20)</td>
<td>0.68</td>
</tr>
<tr>
<td>Statler (ours)</td>
<td><strong>0.88</strong></td>
<td><strong>0.50 (10/20)</strong></td>
<td><strong>0.82</strong></td>
</tr>
</tbody>
</table>

We run the baseline (Code-as-Policies) and our Statler state-maintaining model on each domain. Table 1 reports the success rates of each method as well as their step count until the first failed attempt to generate the correct code. We normalize the successful steps by the total number of steps for each episode.
We observe that the baseline Code-as-Policies model correctly processes most of the user queries that do not require reasoning over the past steps, such as “Put the red block on the blue block” or “The red block has the same weight as the blue block” (in this case, \texttt{noop()} is the correct code to generate). However, when it comes to the queries that require non-trivial operation of the memory, such as “Put all the dirty blocks in the pink bowl” and “What is the color of the block under the purple block?”, the baseline model tends to generate incorrect code or often fails to generate any code at all (see Figure 5 (left)). In contrast, our Statler model successfully handles the majority of cases that require complex logical reasoning over the past history. In each of the three domains, we find that Statler outperforms the baseline in the majority of scenarios.

In order to better understand the behavior of Statler, we analyze the success rate of code generation based on the type of textual utterance. Specifically, we categorize each query as either temporal or non-temporal depending on whether it involves temporal reasoning. Table 2 summarizes the performance of Statler in comparison to Code-as-Policies on both types of queries. We note that we consider the sequence of steps up until the point that model fails to generate a correct code, including the step on which it failed. The difference in denominator between the two models under the same setting results from the fact that the models fail at different steps in some episodes. We also report an alternative way to calculate the success rate in Table 2, by aligning the set of queries evaluated by both of the models.

Examining the failure cases reveals some interesting observations. Firstly, we find that both models generally successfully handle the basic pick-and-place tasks. However the baseline model consistently fails to generate a response when presented with a non-trivial query that involves reasoning over the past. Secondly, thanks to its state-updating mechanism, our model demonstrated superior comprehension of complex queries, resulting in a better performance. For instance, in queries like “Put the block in the golden bowl on the block in the silver bowl” our model executed flawlessly, whereas the baseline model consistently failed.

Despite its robustness, our model is not without errors. It occasionally generates incorrect responses and still suffers from hallucinations. For example, it hallucinates block conditions (clean or not).
or locations when the cleanliness of the block is never explicitly described. Moreover, the model’s reasoning strategy seems to predominantly focus on evaluating the weight relationships between blocks, e.g., contemplating whether a block is light or heavy, rather than executing mathematical computations. This weakness became evident when asked to accumulate blocks in a bowl until their total weight surpassed another bowl’s content, as the model underfilled the bowl. Additionally, our model also makes other mistakes and struggles to comprehend ambiguous terms like “other” in queries such as “the other blocks are clean.” In the disinfection domain, it wrongly inferred from the training prompt that a block at the bottom becomes dirty when another block is placed on top of it, independent of the cleanliness of the placed block, rather than “a block becomes dirty when it is in contact with another block.”

4.2 Real Robot Experiments

In order to validate our method on a real robot, we implement it on a UR5 arm in a similar tabletop domain as the simulated experiments. Because ground-truth position of objects is not available, unlike in simulation, we use MDETR [15], an open-vocabulary segmentation model, to obtain segmentation masks for objects from an RGB camera on the gripper. Through camera transforms of the masks and a depth camera also located on the gripper, we obtain the \((x, y, z)\) positions for grasping and placement. Besides these details, all of the primitive functions are the same as in simulation. In this domain, the robot is asked to stack objects and to cover objects with different colored cups. At any point, an object is only permitted to be covered by a single object or cover. If the robot is asked to manipulate the bottom object, it must remove the top object. If it is asked to use a new cover, it must remove the old cover. In Figure 6, we provide a short example where the vanilla language model approach fails. The difficulty is in recognizing that the black cup must be removed in order to move the yellow block, which Statler correctly spots. Instead, the vanilla approach assumes that the object does not need to be uncovered, which leads MDETR to incorrectly detect the toy wheel that has yellow color in it as the yellow block.
5 Related Work

Language Understanding for Robotics There is a large body of work on language understanding for robotic agents dating back several decades. A common approach involves symbol grounding [16], whereby words and phrases are mapped to symbols in the robot’s world model. Early work [17, 18] relies upon hand-engineered rules to perform this mapping. More recent methods replace these rules with statistical models the parameters of which are trained on annotated corpora [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. Other methods use neural network-based architectures to jointly reason over natural language utterances and the agent’s (visual) observations of the scene [31, 32, 33, 34, 35].

LLMs for Robotics Since LLMs are trained with enormous Internet corpora, their infused common sense have shown to help in the domain of robotics in terms of high-level planning from natural language instructions [4, 5, 36, 4] for both object manipulation [37, 38] and navigation tasks [39, 40, 41, 42]. Combining LLMs with expressive visual-language embeddings also enables impressive capabilities [43]. This has led to efforts to push for general multi-modality embodied models [44, 45].

Code Generation with LLMs Code generation has been one of the most successful use cases for LLMs [2, 46, 47, 48, 49, 3]. Since code can connect with executable APIs for tasks including computation, vision and manipulation, a large chunk of work has focused on code generation with different tools [50, 51, 52]. In particular, Code-as-policies [5] has been one of the first to use code generation within the robotics context.

State Representation in Reasoning State representation is a common formulation in robotics to summarize and provide necessary information for the agents to perform actions [53, 54]. For example, in a Markov chain, the state is constructed so that future predictions are independent of the past given the current state. This saves the agent from remembering all details of the history [55]. State representation has also been helpful in algorithmic reasoning tasks [56, 57]. Instead of using one forward pass to predict the execution result for the whole code snippet, Nye et al. [56] [56] propose to spell out step-by-step intermediate outputs to help infer the final execution results. Also relevant are research efforts that aim to enhance language modeling by rolling out possible future tokens [58].

6 Conclusion

In this paper, we presented Statler, a state-maintaining language model that consists of a world-model reader and a writer. The world-model reader responds to a user query taking into account the current internal state, while offloading the state update to the world-model writer. Our model does not pose any limitations in how the state representation should be formatted, as long as it is represented in the form of a string, leaving some space for flexibility in its design. We evaluated our approach on various simulated and real tasks. The experimental results suggest that our approach effectively maintains state representation and handles non-trivial reasoning over the past steps, whereas the baseline approach (Code-as-Policies) fails to generate correct code on such queries. Since the capability of the world-model reader depends directly on the language model behind it, our model has a potential to handle various challenging scenarios as well as various types of state representations, given a strong backbone LLM.

In addition, having separate models (i.e., the world-model reader and the world-model writer) suggests that it may be possible to use a lightweight language model for some components. For example, if the task for the world-model writer is much easier than the reader, one can utilize a smaller LLM with reduced API costs or one that is hosted locally to complete the task without sacrificing performance.

A potential extension of our work is to integrate numerical representation, such as coordinates and sizes of the objects, into the state. An ability to reason over these quantities will be an important step toward embodied intelligence.
7 Limitations

There are several limitations with the current approach. Firstly, although highly flexible, the world models are designed by hand individually for each task. Ideally there should be an automatic way of generating it, maybe from the LLMs themselves. Secondly, the current world models are still purely text-based, so it does not directly reason about visual information. It will be interesting to see how it will work out when more capable multi-modal models are accessible. Thirdly, in this paper, we assume that the generated code executes successfully, thus if there are issues in execution the updated state will be incorrect. This could be alleviated by providing some feedback from external modules such as image captioning models.
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A World Model Design

While our method does not impose any restriction on the format of the state representation, we adopt a structured (JSON-like) representation of the state in each of the domains that we consider. This choice is based on recent results demonstrating the advantages of structured representations, particularly when the output is also structured [10]. There is no limitation in the design of state representation as long as it forms a string. Through the training prompt, we encourage the model to store object-level information in the state representation (e.g., whether the block is clean or not, relative weight of the block, or if a bowl contains some blocks). Since this structure is not specific to any particular domain, the state information of all three domains can be represented in a similar fashion.

Our experiments evaluate the advantages of maintaining a state representation using the world-model reader and writer in the context of non-hierarchical code generation. While our framework allows hierarchical code generation, which supports more complicated queries and improves robustness (by recursively defining undefined functions) as highlighted in [5], it is orthogonal to the way in which the response is generated. More concretely, in our experiments we inform the model what set of functions the model has access to at the code execution time. In addition to the built-in python functions and statements, we allow the baseline model to use put_first_on_second, say and noop functions. For the state-maintained model we additionally allow update_wm function that takes a string and triggers world-model writer to update the state.

B State Representations for Each Domain

Prompt 7, 8, 9, 12 show examples of the state representations we have in an intermediate step of an evaluation episode. In our experiments, the world state is kept in a JSON-like format, comprising three key aspects: a list of objects, object relations, and object-specific data. The ‘objects’ key contains a list of objects present in the scene (excluding the table, due to our tabletop environment setup). The ‘relations’ key represents block arrangements, like ‘red block is on green block’. Each object also gets a key, with the stored information varying per object and experiment. For instance, the bowls and the disinfector are considered as containers, storing data about contained blocks. For blocks, information storage changes with each experiment: no information for the simple pick-and-place, weight relations for relative weight reasoning, and cleanliness status for block disinfection. By default, all objects are placed on the table unless explicitly designated to be inside one of the containers.

C Additional Analyses of Simulation-based Experiments

Table 2 and Table 3 display the results of the same experiment, but take different approaches to collate the results. We feed both the baseline (Code-as-Policies) and our Statler models with a series of sequential queries for each evaluation episode. An important aspect to consider is the inter-dependency of these queries. For instance, if a model fails to perform the query “Place the red block on the green block”, the subsequent queries that presume its success, such as “Place the block on the green block on the table” cannot be addressed. In other words, if the model fails to respond to a query, the subsequent queries are likely invalid given the configuration of the environment.

<table>
<thead>
<tr>
<th>Non-temporal</th>
<th>Temporal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code-as-Policies</td>
<td>Statler (ours)</td>
</tr>
<tr>
<td>Simple Pick-and-Place</td>
<td>1.00 (62/62)</td>
</tr>
<tr>
<td>Block Disinfection</td>
<td>0.99 (148/149)</td>
</tr>
<tr>
<td>Weight Reasoning</td>
<td>1.00 (107/107)</td>
</tr>
</tbody>
</table>
Consequently, we’ve chosen to truncate the testing episodes in two ways. The first approach truncates the evaluation episode as soon as either of the models fails a query, thus aligning the evaluation episode length for both models (Table 3 summarizes these results). The second approach involves independent truncation for each model, leading to different episode length to consider by the model (Table 2 summarizes these results).

Although both approaches have inherent shortcomings, we believe the true evaluation of these models’ performance lies somewhere in between. Neither is ideal, but together they offer a more comprehensive understanding of each model’s performance.

Following are some examples of the evaluation episodes for the simple pick-and-place, weight reasoning, and block disinfection scenarios. The query “Put the red block in the orange bowl” (Prompt 10, Line 34) is a non-temporal query, while “Put all the dirty blocks on the table” (Prompt 10, Line 40) is a temporal query.
eval_episode = {
  "init_state": '''
# state = {
# "objects": ["green block", "white block", "black block", "blue block", "pink block", "red block", "orange bowl", "silver bowl", "disinfector"],
# "relations": [],
# "disinfector": {"contains": []},
# "green block": {},
# "white block": {},
# "black block": {},
# "blue block": {},
# "pink block": {},
# "red block": {},
# "orange bowl": {},
# "silver bowl": {} }
'''
}

"dirty_list": ["red block"],

"init_simple_state": '''
objects = ["green block", "white block", "black block", "blue block", "pink block", "red block", "orange bowl", "silver bowl", "disinfector"],
'''

"episode": [
  {"user_query": '''the red block is dirty.'''},
  "gold_code": '''update_wm("the red block is dirty.")''',
  {"user_query": '''the pink block is clean.'''},
  "gold_code": '''update_wm("the pink block is clean.")''',
  {"user_query": '''Put the pink block in the disinfector'''},
  "gold_code": '''put_first_on_second("pink block", "disinfector")
update_wm("Put the pink block in the disinfector. the pink block becomes clean.")'''
},

{"user_query": '''Put the red block in the orange bowl'''},
"gold_code": '''put_first_on_second("red block", "orange bowl")
update_wm("Put the red block in the orange bowl.")'''
},

{"user_query": '''Put all the dirty blocks on the table'''},
"gold_code": '''put_first_on_second("red block", "table")
update_wm("Put the red block on the relations.")'''
},

{"user_query": '''Put all the clean blocks on the table'''},
"gold_code": '''put_first_on_second("pink block", "table")
update_wm("Put the pink block on the relations.")'''
},

{"user_query": '''Put the red block on the pink block'''},
"gold_code": '''put_first_on_second("red block", "pink block")
update_wm("Put the red block on the pink block. the pink block becomes dirty.")'''
},

{"user_query": '''Put the red block in the orange bowl'''},
"gold_code": '''put_first_on_second("red block", "orange bowl")
update_wm("Put the red block in the orange bowl.")'''
},

{"user_query": '''Put the red block on the table'''},
"gold_code": '''put_first_on_second("red block", "table")
update_wm("Put the red block on the table.")'''
},

{"user_query": '''Put the pink block on the red block'''},
"gold_code": '''put_first_on_second("pink block", "red block")
update_wm("Put the pink block on the red block.")'''
},

{"user_query": '''Put the red block and the pink block in the disinfector'''},
"gold_code": '''put_first_on_second("red block", "disinfector")
put_first_on_second("pink block", "disinfector")
update_wm("Put the red block and the pink block in the disinfector. the red block and the pink block become clean.")'''
},

{"user_query": '''Put all the clean blocks on the table'''},
"gold_code": '''put_first_on_second("red block", "table")
put_first_on_second("pink block", "table")
update_wm("Put the red block and the pink block on the relations.")'''
}]}
```python
eval_episode = {
    "obj_name_to_weight": {
        "green block": 4.,
        "white block": 4.,
        "black block": 2.,
        "orange block": 2.,
    },
    "init_state": {
        # state = {
        #   "objects": ["green block", "orange block", "white block", "black block", "transparent bowl", "green bowl"],
        #   "relations": [],
        #   "green block": {},
        #   "orange block": {},
        #   "white block": {},
        #   "black block": {},
        #   "transparent bowl": {},
        #   "green bowl": {},
        # },
        # init_simple_state:
        objects = ["green block", "orange block", "white block", "black block", "transparent bowl", "green bowl"],
        # episode: [
        #   { 
        #     "user_query": "The green block has the same weight as the white block",
        #     # weight: green block == white block
        #     "gold_code": '''',
        #     "gold_next_state": '''',
        # },
        #   { 
        #     "user_query": "The white block is twice the weight of the black block",
        #     # weight:
        #     # - green block == white block
        #     # - white block == black block x 2
        #     "gold_code": ''' ',
        #     "gold_next_state": ''' ',
        # },
        #   { 
        #     "user_query": "The orange block is half the weight of the green block",
        #     # weight:
        #     # - green block == white block
        #     # - white block == black block x 2
        #     "gold_code": ''' ',
        #     "gold_next_state": ''' ',
        # },
        #   { 
        #     "user_query": "Put the orange block in the transparent bowl",
        #     "gold_code": 'put_first_on_second("orange block", "transparent bowl")',
        #     "gold_next_state": ''' ',
        # },
        #   { 
        #     "user_query": "Put the blocks in the green bowl so that their total weight becomes identical to what is in the transparent bowl",
        #     "gold_code": 'put_first_on_second("black block", "green bowl")',
        #     "gold_next_state": ''' ',
        # },
        # ]
    }
}
```

Prompt 11: Sample Evaluation Episode (Weight Reasoning)
eval_episode = {
  "obj_name_to_weight": {
    "green block": 4.,
    "white block": 4.,
    "black block": 2.,
    "orange block": 2.,
  },
  "init_state": {
    "state": {
      "objects": [
        "green block",
        "orange block",
        "white block",
        "black block",
        "transparent bowl",
        "green bowl",
      ],
      "relations": [],
      "green block": {
        "weight": 4.,
        "gold_code": "",
        "gold_next_state": "",
      },
      "orange block": {
        "weight": 2.,
        "gold_code": "",
        "gold_next_state": "",
      },
      "white block": {
        "weight": 4.,
        "gold_code": "",
        "gold_next_state": "",
      },
      "black block": {
        "weight": 2.,
        "gold_code": "",
        "gold_next_state": "",
      },
      "transparent bowl": {
        "weight": 2.,
        "gold_code": "",
        "gold_next_state": "",
      },
      "green bowl": {
        "weight": 4.,
        "gold_code": "",
        "gold_next_state": "",
      },
    },
  },
  "episode": [
    { "user_query": "The green block has the same weight as the white block", 
      "gold_code": "",
      "gold_next_state": "",
    },
    { "user_query": "The white block is twice the weight of the black block", 
      "gold_code": "",
      "gold_next_state": "",
    },
    { "user_query": "The orange block is half the weight of the green block", 
      "gold_code": "",
      "gold_next_state": "",
    },
    { "user_query": "Put the orange block in the transparent bowl", 
      "gold_code": "put_first_on_second("orange block", "transparent bowl")",
      "gold_next_state": "",
    },
    { "user_query": "Put the blocks in the green bowl so that their total weight becomes identical to what is in the transparent bowl", 
      "gold_code": "put_first_on_second("black block", "green bowl")",
      "gold_next_state": "",
    }],
"

Prompt 12: Sample Evaluation Episode (Simple Pick-and-Place)