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This work provides a complete framework for the
simulation, co-optimization, and sim-to-real trans-
fer of the design and control of soft legged robots.
Soft robots have “mechanical intelligence”: the
ability to passively exhibit behaviors that would
otherwise be difficult to program. Exploiting this
capacity requires consideration of the coupling
between design and control. Co-optimization pro-
vides a way to reason over this coupling. Yet, it is
difficult to achieve simulations that are both suf-
ficiently accurate to allow for sim-to-real transfer
and fast enough for contemporary co-optimization
algorithms. We describe a modularized model
order reduction algorithm that improves simu-
lation efficiency, while preserving the accuracy
required to learn effective soft robot design and
control. We propose a reinforcement learning-
based co-optimization framework that identifies
several soft crawling robots that outperform an
expert baseline with zero-shot sim-to-real transfer.
We study generalization of the framework to new
terrains, and the efficacy of domain randomization
as a means to improve sim-to-real transfer.

1 Introduction

The deformable nature of soft robots enables
designs that respond to contact or control inputs
in sophisticated ways, with behaviors that have
proven effective across a variety of domains.

Design of these robots is tightly coupled with the
policy that controls their motion, giving rise to a
form of “mechanical intelligence” (Rus and Tolley,
2015) in which materials and mechanisms respond
to their environment in useful ways that augment
functionality, e.g., conforming to an object to cre-
ate a better grasp or storing elastic energy to
improve the power of a walking gait. Therefore,
methods that jointly optimize both the robot’s
physical design and its control policy provide
a promising approach to realizing mechanically
intelligent soft robots. While there is extensive
work on joint design-control optimization in the
context of rigid robots (Sims, 1994; Park and
Asada, 1994; Paul and Bongard, 2001; Paul et al,
2006; Spielberg et al, 2017; Seo et al, 2019; Digu-
marti et al, 2014; Ha et al, 2017; Zhao et al, 2020;
Schaff et al, 2019; Ha, 2019; Chen et al, 2020;
Pathak et al, 2019), less exists for soft robotics.

This work provides a complete framework for
the simulation, co-optimization, and sim-to-real
transfer of the design and control of modular soft
robots for locomotion tasks. Integral to this frame-
work, we propose a co-optimization algorithm that
utilizes multi-task deep reinforcement learning to
generate a design-aware policy capable of gener-
alizing across the space of designs. The algorithm
exploits this policy to quickly focus its search on
high-performing designs. To encourage “mechani-
cal intelligence”, we learn an open-loop controller,
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forcing complex behavior to be expressed through
the resulting soft body.

An important prerequisite for contemporary
co-optimization algorithms is a simulator that
is both fast enough to explore a large set of
design and control strategies and accurate enough
to ensure that the learned robots are physi-
cally realizable and capable of sim-to-real transfer.
However, modelling soft bodies is both challeng-
ing and computationally intensive. The best way
to simulate soft bodies for robotics is an open
question, and the few existing co-optimization
approaches for soft robotics suggest different sim-
ulation strategies (Hu et al, 2019; Spielberg et al,
2021; Hiller and Lipson, 2014). These simulators
have varying degrees of realism and their ability
to produce soft robots that cross the reality gap
is unclear.

With the focus of sim-to-real transfer in
mind, we choose to employ finite element analysis
(FEA), which is the defacto standard for simu-
lating deformable materials with a high degree of
accuracy. In this work, we show that FEA sim-
ulations, with enough computation, allow for the
direct transfer of co-optimized soft robots. Yet,
high-fidelity FEA simulations can be hundreds-of-
times slower than real-time, rendering learning-
based methods infeasible. In order to improve
the computational complexity of FEA simulation
while preserving its accuracy, we extend the recent
work of Goury and Duriez (2018) that proposes a
model order reduction technique for soft robotics
in the open-source FEA simulation framework
SOFA (Faure et al, 2012; Coevoet et al, 2017).
While their method improves the computational
efficiency of simulation, it incurs a large initial
cost that prohibits learning over different designs.
We propose a reconfigurable reduction framework
that reduces a set of composable parts that can
then be combined to create reduced order models
of soft robots with varying morphologies. The pro-
posed model-order reduction method can be tuned
to higher or lower fidelity through reduction tol-
erances, resulting in a trade-off between the speed
of simulation and the fidelity of the model.

Given the high sample complexity of mod-
ern data-driven optimization methods, the speed-
fidelity trade-off becomes increasingly important.
Our work compares the sim-to-real transfer of
robot designs and policies learned at varying levels
of reduced model fidelity.

We experimentally assess the effectiveness of
domain randomization (Tobin et al, 2017) as an
alternative to improving the realism (and, in turn
computational cost) of the simulator, investigat-
ing whether it improves sim-to-real transfer in
the case of a lower-fidelity model and whether
it produces learned gaits that adapt to new ter-
rains. Domain randomization has been shown to
encourage the sim-to-real transfer of reinforce-
ment learning frameworks in rigid robotics (Tan
et al, 2018; Kleeberger et al, 2020; Ju et al, 2022).
Yet, the physics of soft robots differs from rigid
robots, making it unclear how well these strate-
gies generalize. Soft robots’ deformable bodies give
them infinite degrees-of-freedom (DoF) (Wang
and Chortos, 2022). While, differences between
the simulator and environment would eventually
be reflected as errors in a finite number of joint
torques for a rigid robot, they may manifest in
the form of a much wider number and variety of
soft robot states. It has not yet been empirically
demonstrated whether domain randomization can
improve sim-to-real transfer, or add overall robust-
ness, to soft robots.

While our approach is general, we focus our
study on the easily manufacturable PneuNet actu-
ator (Mosadegh et al, 2014), which has previously
been used to create robots capable of walking and
crawling gaits (Gamus et al, 2020; Shepherd et al,
2011). We experimentally validate our proposed
approach by learning combinations of PneuNets
and their controllers that together lead to faster
gaits. Critically, we demonstrate the ability of
our framework to successfully transfer optimized
design-control pairs to reality on a variety of flat
terrains that have high and low friction with the
robot legs. Building off of our recent work (Schaff
et al, 2022), these contributions are:

1. a model-free algorithm for optimizing the
blended design and control spaces of soft
robots;

2. a framework for creating reconfigurable
reduced-order soft robot models that improve
computational efficiency and enable the use of
learning techniques;

3. a comparison study of reduced-order models
at varying accuracy levels using domain ran-
domization as an commonly employed means
to encourage sim-to-real transfer;
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Fig. 1 Our framework jointly learns the design and control of crawling soft robots (top) that outperform an expert-designed
baseline (bottom). While trained exclusively in simulation, our learned robots are capable of zero-shot sim-to-real transfer,
with the optimal design moving more than 2× faster than the baseline in the real world. (a) Robot trained with τhi, µrand,
Seed 0. (b) trained with τlow, µfix, Seed 0. (c) Baseline: design and control developed by expert.

4. the discovery of pneumatically actuated soft
robots that outperform a standard expert-
designed crawling robot in both simulation and
reality.

2 Related Work

The problem of jointly optimizing a rigid robot’s
physical structure along with its control has a
long history in robotics research. Early work
employs evolutionary methods to optimize the

robot’s design along with its (often neural at
the time) controller (Lipson and Pollack, 2000;
Paul and Bongard, 2001; Murata and Kurokawa,
2007; Bongard, 2011). Another common approach
is to assume access to a parameterized model
of the robot’s dynamics and to then optimize
these parameters together with those of control
(or motion) (Paul et al, 2006; Villarreal-Cervantes
et al, 2013; Ha et al, 2017; Spielberg et al, 2017;
Geilinger et al, 2018; Taylor and Rodriguez, 2019;
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Bravo-Palacios et al, 2020). Bolstered by the avail-
ability of efficient high-fidelity physical simulators,
joint optimization methods based on reinforce-
ment learning are able to learn capable rigid-body
design-controller pairs without prior knowledge of
the dynamics (Schaff et al, 2019; Pathak et al,
2019; Ha, 2019; Whitman et al, 2021). Because
these methods are trained in simulation, the sim-
to-real transfer of the learned solutions is unclear.
Our work focuses on the use of high-fidelity simu-
lators, which have been shown to facilitate transfer
for rigid robots (Tan et al, 2018). Unlike rigid-
body domains, however, achieving the level of
fidelity necessary for soft-bodied robots typically
requires computationally demanding simulators
that prohibit learning-based co-optimization, a
challenge that we address here.

Compared to rigid robotics, jointly optimiz-
ing the design and control of soft robots is
less explored. Of the work that exists, the
large majority focus exclusively on simulation.
Many approaches reason over design and control
spaces that include a mix of discrete and con-
tinuous parameters (e.g., voxel-based soft robots
(VSRs) (Talamini et al, 2019) are composed of dis-
crete voxels, but the input frequency to each voxel
is considered to be continuous). Spielberg et al
(2021) propose an autoencoder-based method that
is able to optimize the placement of a large number
of such voxels for simulated locomotion tasks with
fewer iterations than other approaches. Cheney
et al (2013) use an evolutionary neural strategy to
develop designs for VSRs that locomote in simula-
tion. Kriegman et al (2019) describe an approach
to deforming the structure of VSRs subject to
damage such that the original control policy
remains valid. Ma et al (2021) use a material point
method-based simulation and gradient-based opti-
mization methods to co-optimize the shape and
control of simulated swimming robots. Deimel
et al (2017) use particle filter-based optimization
to co-optimize finger angles and the grasp strat-
egy of a soft gripper. The success of these methods
in simulation is encouraging for soft roboticists,
and recent simulation-based benchmarks allow for
a rigorous comparison of co-optimization meth-
ods (Collins et al, 2021; Bhatia et al, 2021).
However, existing work provides a limited evalu-
ation of the physical design-control pairs, and so
little is known about their ability to transfer to
the real world. Indeed, experiments on voxel-based

soft robots reveal that their behavior in simula-
tion can differ significantly from reality (Kriegman
et al, 2020). Difficulties in modelling friction and
stick-slip behaviour (Majidi et al, 2013; Gamus
et al, 2020) have been discovered to be a core
reason that transfer is challenging.

Recent research in soft robotics has suggested
techniques for closing the sim-to-real gap. Zhang
et al (2022) describe a novel system identifica-
tion technique for differentiable soft robot simu-
lators. Dubied et al (2022) proposed a differen-
tiable finite-element model for soft robotics that
they verify experimentally on canonical mechan-
ical problems (e.g., a cantilevered beam). Unlike
our work, however, these approaches each deal
with a fixed design rather than a space of designs.
One notable exception, Morzadec et al (2019)
experimentally verify an optimized soft robotic
joint, showing how shape optimized using a finite
element analysis-based simulator (Coevoet et al,
2017) translates to improvements in a real-world
soft robotic leg. However, unlike our work, they
do not optimize the controller. Another excep-
tion is recent work that integrates a pneumatic-
based passive controller into the robot’s design to
achieve a forward walking gait (Drotman et al,
2021), providing an example of how soft robots
can have unclear boundaries between design and
control. In rigid robotics, Tobin et al (2017)
demonstrate that applying domain randomization
to a policy’s visual inputs in simulation enables
the policy to transfer directly to the real world
in a zero-shot fashion. Tan et al (2018) employ
domain randomization over the parameters of the
dynamics model to transfer the control policy for
a quadruped robot trained in simulation to the
real world. Similar approaches have been used
to facilitate sim-to-real transfer for a variety of
robot learning domains (Kleeberger et al, 2020;
Ju et al, 2022). Comparatively, again, the appli-
cability of domain randomization to sim-to-real
transfer in soft robotics (with its higher-DoF sys-
tems and the wider variety of relevant physical
phenomena), is not as well explored. Centurelli
et al (2022) show that a policy trained on ran-
domly generated trajectories controls a dynamic
soft robot arm. Li et al (2022) performs domain
randomization by adding noise to both actions and
observations, demonstrating control of a soft arm
in path-following. Tiboni et al (2023) randomize
the soft robot body material’s Young’s modulus
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and Poisson Ratio, demonstrating (in simulation)
control of a soft arm and a crawling robot similar
to the expert baseline here.

Meanwhile, individual design and control
methods continue to be key areas of research
in soft robotics (Rus and Tolley, 2015). There
exist a wide variety of design concepts for soft
robots (Chen and Wang, 2020) such as fluidi-
cally pressurizeable soft devices (Mosadegh et al,
2014; Shepherd et al, 2011), metamaterial-based
designs (Rafsanjani et al, 2018; Lipton et al, 2018),
and cable-driven devices (Bern et al, 2020). Soft
roboticists note that existing design optimization
methods for compliant, nonlinear mechanisms,
such as topology optimization, are challenging
to use in soft robotics due to complicated soft
material behavior (Chen and Wang, 2020). The
diversity of the design space for soft robots fur-
ther exacerbates the challenge of automating the
search for optimal designs (Pinskier and Howard,
2021).

Model- (Bern et al, 2019; Bruder et al,
2019) and learning-based (Lee et al, 2020; Culha
et al, 2020; Kim et al, 2021) controllers have
also proven successful, as well as hybrid policy
designs (Vitanov et al, 2020; Bern et al, 2020;
Howison et al, 2020). Zhu et al (2019) consider
an origami-like robot with various design config-
urations that all inform policy optimization, and
Morimoto et al (2021) employ the soft actor-
critic algorithm (Haarnoja et al, 2018) for reach-
ing tasks. Related, Vikas et al (2016) present a
modular approach to designing 3D-printed motor-
tendon soft robots that can be readily fabricated,
and a model-free algorithm for learning the cor-
responding control policy. Unlike our framework,
however, they do not jointly reason over design
and control.

3 Co-Optimization Algorithm

We first describe the general approach to jointly
(co-)optimizing robot design and control, and
then discuss a specific application to crawling soft
robots. Algorithm 1 and Figure 2 give an overview
of this approach.1

1A publicly available implementation of our joint optimiza-
tion framework is available at https://github.com/cbschaff/
evolving-soft-robots.

Fig. 2 Our approach maintains a distribution over designs
p(ω). At each iteration, the method samples a set of
designs ω1, . . . , ωn and controls each using a shared, design-
conditioned, policy πθ. We train the policy using soft
actor-critic on a mixture of data from different designs, and
update the design distribution based on the episode returns
of the sampled designs.

3.1 General Approach via
Multi-task Reinforcement
Learning

We model the control problem as a Markov deci-
sion process (MDP) M = MDP(S,A,P,R),
where S is the state space, A is the action space,
P : S ×A×S → [0, 1] is the transition dynamics,
and R : S × A × S → R is the reward func-
tion. When co-optimizing design and control, we
additionally define the design space Ω. Assum-
ing we are optimizing for a single task specified
by its reward R, we define the design-specific
MDP Mω = MDP(Sω,Aω,Pω,R) for each design
ω ∈ Ω. In most co-optimization settings with a
single task, the state and action spaces will change
between designs only when those designs have
different morphologies.

Let π∗
ω : Sω×Aω → [0, 1] be the optimal policy

for MDP Mω. The goal of co-optimization is to
find the optimal design and controller pair (ω∗,
π∗
ω∗) such that:

ω∗, π∗
ω∗ = arg max

ω,πω

Eπω

[∑
t

γtRt

]
(1)

In this setting, we are faced with many MDPs
that share common structure. Solving each MDP
independently is intractable and ignores similar-
ities in morphology between designs. We draw

https://github.com/cbschaff/evolving-soft-robots
https://github.com/cbschaff/evolving-soft-robots
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Algorithm 1 Joint Optimization of Design and
Control
1: Initialize πθ(a|s, ω), p(ω), T = 0
2: while T < BUDGET do
3: Sample designs ω1, ω2, . . . , ωn ∼ pϕ
4: Control ω1, ω2, . . . , ωn with πθ for t

timesteps. Add transitions to replay buffer.
5: Update θ using soft actor-critic.
6: Update Rω1

, Rω2
, . . . , Rωn

with their
obtained returns.

7: Set timestep T = T + nt
8: Set βT to match entropy target HT .

9: Set p(ω) = eβT Rω∑
Ω eβT Rω

10: end while

on insights from multi-task reinforcement learn-
ing (Varghese and Mahmoud, 2020) to more
efficiently solve for the optimal design-control
pairs (Eqn. 1) by exploiting this common struc-
ture. Similar to goal-conditioned policies, our
approach learns a single design-conditioned policy
πθ : S ×A× Ω → [0, 1] to control all the designs
in Ω for the specified task. We proposed this
idea in the context of co-optimization (Schaff
et al, 2019), and it has also been used for the
sub-problem of controlling a set of designs with
different morphologies (Huang et al, 2020; Kurin
et al, 2021). This policy can be trained using any
RL algorithm on a mixture of data collected with
designs in Ω.

In order to search over designs, we maintain
a distribution p(ω) over the design space Ω. This
distribution generates designs for training the con-
troller and models the belief about which designs
are optimal given the current design-conditioned
control policy. At the start of training, p(ω) should
provide a large diversity of designs and then,
once the controller has been sufficiently trained,
slowly concentrate probability mass around high-
performing designs. The controller can then spe-
cialize to an increasingly promising subset of
designs until the algorithm converges on a single
design and a controller that is then fine-tuned for
that design.

The design distribution can be modelled in a
number of different ways depending on the nature
of the design space. For example, Schaff et al
(2019) use a mixture of Gaussians for a continu-
ous design space and shift the distribution towards
high-performing designs in a manner analogous to
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(a) Design Space

(b) Simulated Design

(c) Real-world Design

Fig. 3 A visualization of (a) our design space that consists
of a disk with N = 8 candidate locations for pneumatic
actuators, each of which can be connected to one of M = 3
pressure regulators. On the right are examples of a (b) sim-
ulated and (c) real-world design, where colors denote the
pressure regulator for each actuator. The forward direction
is to the right.

a policy gradient update. In this work, we assume
that the design space is discrete and that the num-
ber of designs is practically enumerable, and thus
employ a categorical distribution. Following the
principle of maximum entropy, we model p(ω) as
a Gibbs distribution:

p(ω) =
eβRω∑

ω∈Ω eβRω
, (2)

where Rω is the most recent reward obtained by
design ω, and β is an inverse temperature param-
eter used to control entropy. At each point in
training, we set β to maintain a decaying entropy
target. Specifically, we set β = 0 to specify a uni-
form distribution for an initial training period,
and then decay entropy according to a linear
schedule. This schedule is akin to removing a con-
stant fraction of designs from the search space at
each step during training.

3.2 Application to Soft, Legged
Robots

The design space that we study here (Fig. 3) con-
sists of a disk with N equally spaced positions
where soft, pneumatic actuators can be positioned
radially outward. Each actuator is connected to
one of M different pressure regulators. Designing
the robot then amounts to choosing whether (or
not) to place an actuator at each of the N loca-
tions and, for each placed actuator, connecting
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it to one of the M pressure regulators. Our spe-
cific implementation considers N = 8 candidate
locations and M = 3 regulators, and restricts the
design to having between three and six actuators.
This results in a total of 41202 unique designs,
which can be reduced to 6972 by exploiting sym-
metry in the regulator assignments (e.g., before
training the control policy, designs that involve
different assignments of three regulators to the
same set of three legs can be considered to be
the same). Each actuator is a PneuNet (Mosadegh
et al, 2014) which, like similar soft actuators, has
been combined to achieve crawling gaits (Goury
and Duriez, 2018; Shepherd et al, 2011; Gamus
et al, 2020; Vikas et al, 2016), providing a well-
studied baseline.

While our approach is compatible with any
RL algorithm, we use the standard soft actor-
critic (SAC) algorithm because it offers stable
and data-efficient learning dynamics. We train an
open-loop controller modeled as a feed-forward
neural network for the task. This simplification of
the controller forces the design to perform “mor-
phological computation” (Rus and Tolley, 2015)
to enable intelligent behavior. The policy takes as
input the design parameters along with the four
most-recent actions and outputs pressure targets
for each regulator.

4 Reduced-Order Model

Integral to our approach, we propose a new mod-
ular form of model order reduction (MOR) suited
to co-optimization that significantly improves the
efficiency of FEA-based simulators while preserv-
ing their accuracy, supporting sim-to-real transfer.
Fidelity of the reduced-order model (ROMs) is set
by selecting tolerances during the reduction proce-
dure, enabling a variety of candidate ROMs that
trade between compute speed and accuracy. This
feature enables a comparison of learned robots in
both high- and low-fidelity simulators.

4.0.1 Reduction through Snapshot
POD and Hyperreduction

The finite element method provides an approx-
imate numerical solution to partial differential
equations (PDEs) by discretizing space into a
mesh consisting of a set of finite elements. Often,

p2

p1

Fig. 4 Our proposed technique for model order reduction
that is compatible with co-optimization. A: Sample candi-
date designs and record their animations. B: Collect parts
across designs and transform them into a common refer-
ence frame. C: For each part, perform a snapshot POD
reduction and hyperreduction to obtain a reduced-order
basis for motion, and reduced integration domain. We cre-
ate reductions for new designs by combining reductions of
their parts.

dense meshes (and subsequently, large amounts of
computation) are needed.

The soft actuator mesh contains nodes with
position qtn and velocity vtn at discrete time step
tn. At each tn, simulation requires solving a dis-
crete form of Newton’s second law (Goury and
Duriez, 2018):

A(qtn , vtn)dv = b(qtn , vtn) +H⊤λ, (3)

where dv = vtn+1
− vtn , A ∈ Rd×d collects iner-

tial and internal forces, b ∈ Rd contains terms
from internal and external forces, and H⊤λ ∈ Rd

collects constraints (e.g., associated with con-
tact with the floor), with d being the number of
degrees-of-freedom in the mesh. When using dense
meshes for accurate simulation, constructing the
matrix A and solving this system of equations are
often the main bottleneck in FEA simulations.

We first reduce the system dimension through
snapshot proper orthogonal decomposition (POD)
Weiss (2019), a common method for models
in fluid mechanics and other nonlinear physi-
cal environments. Using the methods of Goury
and Duriez (2018), we find a low-dimensional
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subspace Φ that well-approximates the space of
possible motions and deformations while reduc-
ing the order through a Galerkin projection onto
Equation 3:

Φ⊤A(qtn , vtn)Φdα = Φ⊤b(qtn , vtn)+Φ⊤H⊤λ. (4)

We achieve this by recording ‘snapshots’ of the
position qt of the mesh throughout a series of pre-
defined motions that try to cover the space of
common deformations.

The simulation then uses lower-dimensional
coordinates α, with qtn = q0 +Φαtn . This formu-
lation has a truncation error ν which is a function
of p (the order of α), nq (the order of the initial
finite-element model) and the singular values σi:

ν =

∑nq

i=p+1 σ
2
i∑n+q

i=1 σ2
i

. (5)

We set the maximum error ν as a tolerance
in the snapshot POD algorithm. Though snapshot
POD reduces the time to solve Equation 3, it still
requires computing the high-dimensional matrix A
at every time step. We therefore perform a hyper-
reduction to further approximate A by predicting
its entries from the contributions of a ‘reduced
integration domain’ consisting of a small number
of elements. We use the hyperreduction method
of energy conservation sampling and weighting
(ECSW) (Farhat et al, 2014). This method itera-
tively solves a non-negative least squares problem
until a desired tolerance τ , reflecting error in
force between the full and the reduced integration
domains, is reached. For further details regarding
this two-part method and a demonstration in soft
robotics, we refer the reader to Goury and Duriez
(2018).

4.0.2 Modularized Reduction for
Design-Reconfigurability

The MOR method described in the previous
section uses a single fixed mesh. For high-
dimensional soft robot design spaces, separately
reducing each design embodiment is computation-
ally intractable. Instead, we define a modularized
design space: each design ω ∈ Ω is defined as a
combination of a small set of fixed parts P.

We then reduce each part in P using the
method of Section 4.0.1 independently and com-
bine the parts in arbitrary ways to form new

designs. The number of times we perform MOR is
then of the same size as P rather than the size of
Ω.

MOR on the modularized design space only
well-approximates the full-order model when the
computed subspace Φp for each part p ∈ P
is close to all frequently achieved deformations.
Because designs will deform in different ways,
it is necessary to include ‘snapshots’ of motions
from a large set of designs to achieve high-quality
reduced-order models.

Therefore, careful snapshot selection on each
module in P is crucial and inaccuracies may be
exploited during optimization, resulting in invalid
design-control pairs.

We achieve high-quality reduced-order models
for each part by collecting snapshots from a heuris-
tically chosen subset of Ω and animating those
designs by cycling through the pressure extremes
of each actuator.

When constructing the reduced basis for new
designs, we transform the basis Φp to match the
initial pose (ti, Ri) of each part pi by rigidly rotat-
ing the node positions that make up each basis
vector:

Φpi

j =
[
RiΦ

p
j [0 : 3] RiΦ

p
j [3 : 6]

· · ·RiΦ
p
j [n− 3 : n]

]
,

(6)

where Φp
j ∈ Rn is the jth column of Φp and

Φp
j [k : l] is a slice of that vector from index k

to index l. We ignore the initial translation ti
because translation basis vectors are included in
Φp. Figure 4 gives an overview of this approach.
This method is generalizeable to any modularly
constructed soft robot.

4.1 Model-Order Reduction of
Crawling Soft Robots

We apply this reduction technique to our design
space of crawling soft robots. Our designs are
composed of two parts: the central disk, and
some number of identical PneuNets. Therefore,
the above approach allows us to perform two
reductions (one for each part) as opposed to reduc-
ing each of the 6972 designs in our design space.
We found that a sparse disk mesh was sufficiently
fast and accurate for simulation and we therefore
only reduce the PneuNet.
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(a) Baseline Design
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(b) Experimental Setup

(c) Baseline Gait

4.5

(d) Reward vs. Phase

Fig. 5 Our baseline consists of (a) an expert-designed
soft robot with four legs, where the fore and hind legs are
attached to pressure regulators one and two, respectively.
The experimental setup consists of (b) three pressure reg-
ulators, a crawling surface, and 3.15mm outer-diameter
tubing connected to the robot (in the the distance). (c)
Snapshots of the expert-designed gait. (d) Reward (dis-
tance travelled) obtained by an offset-sine gait with differ-
ent phase shifts. A phase difference of 110◦ achieves the
highest reward.

For the reduction of the PneuNet, we select
a heuristic set of 256 designs for which we col-
lect snapshots. Each design contains a unique
subset of the eight potential PneuNet positions,
and each PneuNet is controlled independently.
Similar to Goury and Duriez (2018), we iter-
ate through the extremes of each actuator and
record snapshots at fixed time intervals. This can
be seen as a walk through the vertices of an n-
dimensional hypercube, where n is the number
of PneuNets present. Details can be found in the
Supplementary Material.

5 Experiments

We test our approach by attempting to find a
design and open-loop controller that crawl as far
as possible on a flat plane in a 20 second episode.

We define reward as the distance traveled in the
(forward) x-direction (in cm) as measured at the
center of the disk. See Supplementary Material for
more details on the experimental setup, including
a full list of simulation and learning parameters.

5.1 Simulation Environment

After performing model order reduction, we carry
out FEA simulation using the SOFA Finite Ele-
ment framework (Faure et al, 2012) with the soft
robotics (Coevoet et al, 2017) and model order
reduction (Goury and Duriez, 2018) plugins. We
model the PneuNet legs (including the inflatable
and constraint material) and central disk as linear
elastic materials. We estimated the Young’s mod-
ulus of the PneuNet material (Smooth-On Drag-
onSkin 30) based on the published Shore hardness
together with the method of Qi et al (2003).
We modeled the constraint layer of the PneuNet
as being linear elastic with a Young’s modulus
twice the magnitude of the inflatable material.
We tuned the Poisson’s ratio in order to maintain
numeric convergence and qualitative realism. We
used Coulomb friction as the friction model, with
µfix = 1.2 for environments without domain ran-
domization and µrand ∈ {0.65, 0.7, 0.75..., 1.3} for
training with domain randomization. To account
for additional possible unmodelled effects, we mea-
sure deformation of a single, real PneuNet under
fixed pressures, find the corresponding pressures
that results in the same deformation of the sim-
ulated PneuNet, and fit an affine function to this
data. Pressures commanded by our learned poli-
cies are then mapped through this function to
ensure a simulated response similar to that of the
real PneuNets. We find that this step facilitates
sim-to-real transfer. We select two reduced-order
models to create separate training environments.
One ‘higher fidelity model’ having ν = 0.0032, τ =
0.001 and a second ‘lower fidelity model’ having
ν = 0.0032, τ = 0.0032. We avoid the lowest-
accuracy/highest-tolerance models (e.g., τ ≥ 0.01)
to maintain numeric stability. Each reduced model
may be run for any robot design in the space,
with wide variety of possible physical parameters.
See Supplementary Material for details on the
model-order reduction implementation.
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5.2 Baseline

We designed a baseline design-controller pair simi-
lar to the robot used by Shepherd et al (2011). The
baseline (Fig. 5) has two fore legs and two hind
legs placed 45◦ apart with each pair controlled
by a single regulator. Based on recent analysis of
inching gaits (Gamus et al, 2020), we constrain
each pressure regulator to produce a sine wave of
equal amplitude and period. We achieve forward
motion by imposing a phase shift between the sine
waves for the fore and hind legs. We select a pres-
sure range of 0 to 90 kPa to avoid both physical
instabilities (i.e., aneurysms of the PneuNets) and
numerical instabilities in the FEA simulator. We
use the maximum amplitude allowed in this range
of 45 kPa and choose a period of 4 seconds, which
is the fastest period that led to stable motion.
The optimal phase shift depends heavily on fric-
tion (Gamus et al, 2020; Majidi et al, 2013) so we
conducted experiments on one surface with differ-
ent phase shifts between 0◦ and 180◦ in increments
of 10◦, and chose the value that resulted in the
highest reward. Figure 5 shows the effect of phase
shift on the reward.

5.3 Training and Domain
Randomization

We use 96 parallel environments for data collec-
tion. Each environment contains a design sampled
from p(ω) (Algorithm 1, line 3) that is controlled
with the current policy for one episode (Algo-
rithm 1, line 4). The control policy is then updated
using the soft actor-critic algorithm on data from
a replay buffer (Algorithm 1, line 5). We repeat
this process for 1M environment timesteps during
which we fix the design distribution to be uni-
form for the first 200K timesteps, after which we
linearly decay the entropy to zero at 1M timesteps.

In total, we perform training 14separate times.
First, we train the low-tolerance (τlo = 0.001)
and high-tolerance (τhi = 3.2 × τlo = 0.0032)
models without domain randomization. We used
two seeds (‘Seed 0’ and ‘Seed 18’ in dataset) for
policy parameter initialization, giving 4 results.
Then, we perform domain randomization using
the coefficient of Coulomb friction µ modelled in
the simulator. We sample the Coulomb friction
parameter µrand ∈ {0.65, 0.66, . . . , 1.3} as a uni-
form distribution for each training episode. We

perform this domain randomization for both the
high-accuracy model (τ = 0.001) and the low-
accuracy model (τ = 0.0032). For each of these,
we trained 3 times using ‘Seed 0’ and once using
‘Seed 18’ for policy parameters, each with three
separate random seeds for the value of µ.

To find compare the effects of optimization
over the joint design-control space with optimiza-
tion of the controller only, we performed training
runs using ‘Seed 0’ with the baseline design and
the co-optimized design (originally trained with
τlow, µfix, and Seed 0).

5.4 Transfer Evaluation

After training, we manufacture several of the
highest-performing designs and conduct a series of
experiments to evaluate the sim-to-real transfer of
the learned design-control pairs. For details about
the fabrication of our robots, see the supplemen-
tary material.

We evaluate sim-to-real transfer error by mea-
suring reward (i.e., the center of the robot’s
forward progress at the end of the episode) in
simulation and in the physical experiment. For
each of the four training settings, we test the final
learned robot on various terrains. For the high-
fidelity, low-tolerance (τlo = 0.001, µfix) training
environment, we manufacture the top five unique
robot designs obtaining the highest simulation
reward, evaluating them on the foam board. For
the other training environments, we manufacture
only the final learned robot. We evaluate the abil-
ity of learned design-policy pairs to transfer to new
conditions.

We evaluate transfer to new surface friction
levels by testing each final learned robot from
each training environment on a variety of surfaces:
a silicone soldering mat (‘Mat’, Amazon.com),
paper-faced foam board (‘Card’, Amazon.com),
and a plastic laboratory table (‘Table’, Knoll Fur-
niture). We run each design and its corresponding
open-loop gait for an episode period of 20 sec, for
five trials. The silicone soldering mat was short
and resulted in the robot with trained τ = 0.001,
µ = 1.2 going off of the mat. We estimate µ of
each of these surfaces by measuring the horizon-
tal force (using a spring scale) when dragging the
robot across the surface with full contact and con-
stant speed. Parameters are given in Table 5.4. In
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(a)

(b)

Fig. 6 (a) Reward comparison with expert baseline of
top five designs L1–L5 learned with τlo, µfix.(b) His-
togram of rewards throughout training, weighted by the
design distribution. The blue line represents the high-
est reward achieved at each point throughout training.
Labelled designs show important mode switches.

addition to transfer evaluation, we evaluate sim-
to-sim transfer of the robots learned with τhi by
running them in the τlow environment.

Table 1 Measured Coulomb friction coefficients µ of
each tested surface. Uncertainty arises due to resolution
of the spring scale and fluctuations in the dragging speed.

Surface µ

Mat 0.60± 0.1
Board 1.44± 0.1
Table 2.64± 0.1

6 Results

First, on the foam board surface, we examined the
performance and capacity for sim-to-real transfer

of the top-five learned design-control pairs that
our framework discovers along with our baseline
design-control pair. We refer to the baseline as
“B” and the learned pairs as “L1–L5” in order of
decreasing reward.

Figure 6 visualizes these designs and compares
their rewards to that of the baseline in simula-
tion and in the real world, where we report the
mean and standard deviation from five trials. The
top four learned robots (L1–L4) outperform the
baseline in both simulation and the real world,
while the fifth robot (L5) performs comparably to
the baseline in the real-world experiments. The
top learned robot, L1 outperforms the baseline
(in the real world) by a factor of 2.3. We empha-
size that the baseline gait parameters were opti-
mized through real-world experiments, whereas
the learned design-control pairs were optimized in
simulation (though, using parameters fit from real
life).

In an effort to get a better understanding of
the behavior of our approach to design-control
optimization, we sample a set of designs from
our design distribution during training and eval-
uate each sample with the corresponding design-
conditioned policy at that point during training.
Figure 6 provides a visualization of these train-
ing dynamics a set of histograms over the rewards
achieved by the design distribution throughout
training. The figure depicts the top-performing
design at various points during training. In the
beginning of training (0–200K timesteps), we con-
strain the design distribution to be uniform, and
we see that nearly every design achieves zero
reward. Starting at 200K timesteps, the algorithm
constrains the distribution with a linearly decay-
ing entropy, after which the algorithm specializes
to high-performing designs (i.e., L5). Approxi-
mately halfway through training, the algorithm
converges on design L1, which achieves a reward
that travels more than 2 cm farther in the 20
second episode than the next-best design-control
pair (L5). During the remainder of training, the
algorithm refines the control policy for L1, which
remains the best-performing design, while the
histogram reveals three other designs (L2, L3,
and L4) that make reasonable forward progress.
Robots L1 and L4 achieve the lowest sim-to-
real transfer error. Detailed analysis showing error
accrual over time throughout various gait phases
is shown in Figure 8.
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(b) Learned Policy with Highest Reward

Fig. 7 A comparison between the (a) baseline (B) and (b) highest-performing learned robot (L1) in terms of the reward
(distance traveled in cm) achieved in simulation and reality for the duration of the 20 sec episode, along with the corre-
sponding control policy in terms of commanded and sensed pressures.
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Fig. 8 Reward per timestep achieved in simulation and
reality by the second- to fifth-ranking learned design-
controller pairs L2–L5.

Observing the learned design-control pairs in
simulation and through real-world experiments
reveals that they exploit changes in frictional
forces in clever ways to create forward motion.
Figure 7 compares the open-loop (pressure) gaits

p
π*ω

p
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π*ω

p
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p
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p
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Time (s) Reg. 1 Reg. 2 Reg. 3

Fig. 9 From top: Commanded and sensed pressures pπ∗ω
and psens for the second- to fifth-ranking learned design-
controller pairs L2–L5 trained with τlo = 0.001 and µfix =
1.2. All other gaits and pressure logs from each randomized
trial are found in the dataset.
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Fig. 10 (a)-(f) Sim and real reward for final trained robots
in the four simulation settings τlo/hi and µfix/rand; and
the L1 robot design and the expert baseline design with
trained policy only. Mean is red square; median orange line;
IQR shaded box. (g) Mean normalized sim-to-real transfer
error for same six robots.
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Fig. 11 (a) Mean normalized reward at µ =
{0.65, 0.7, ..., 1.3} for all co-optimized robots in τlow envi-
ronment. (b) Same mean normalized reward for robots
co-optimized with τhi, evaluated in τhi environment.

and reward trajectories in simulation and the real-
world over the duration of the 20 sec episode for
the baseline and top learned design-control pairs.
The baseline robot (B) uses a symmetric design
that moves forward through out-of-phase actua-
tion of the fore and hind legs (Fig. 7(a)). In con-
trast, robot L1 uses an asymmetric design along-
side out-of-phase actuation of the three attached
pressure regulators. The result of this design and
gait is a pivoting behavior visible that is visible
in the photos within Figure 7(b) and the supple-
mentary summary video. The robot trained with
τhigh, µrand, Seed 0 also uncovered a novel gait.
This three-legged gait, shown in 1(a), earns the
highest reward by actuating the back legs in a fast,
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out-of phase sequences that pushes the disk for-
ward. Videos of all trained gaits in simulation and
reality are available in the data set accompanying
this paper.

Figure 7(a) compares the forward progress of
the simulated (τ = 0.001) baseline against its real-
world counterpart. While the robot makes forward
progress in both simulation and the real world,
error accrues at the phase of the gait in which
both the fore and hind legs are bent (e.g., between
5 sec and 6 sec in Figure 7(a)). Ending the simu-
lation while the robot is backward-leaning results
in the net distance travelled being negative. How-
ever, had the episode run for additional gait cycles,
one would see forward progress in simulation.

The front PneuNets exhibit little slip in sim-
ulation, but they maintain less grip in the real
world. The resulting error in the backsliding phase
of each of these gaits then accumulates with every
step, resulting in less forward motion than the
robots achieve in simulation.

Figure 9 shows the policy output and mea-
sured internal pressure for the L2–L5 robots
with τlo, µfix (top four rows) and the final
learned robots trained with τlo, µrand, τhi, µfix,
and τhi, µrand (fifth, sixth and seventh rows of
Fig. 9 respectively). Learned gaits all operate in
similar stages to L1: the hind legs inflate first to
anchor the robot and subsequently inflate the fore
leg. One exception is the τhi, µrand robot which
takes five steps without inflating the front leg at
all. Interestingly, each of the learned gaits inflate
the hind legs before the fore legs, while the base-
line does the opposite. Further, all robots leverage
asymmetry. While the morphology of robot L3 is
symmetric, the use of regulator three on only one
leg adds asymmetry to its gait.

The gait trained with τhi, µrand shows irregu-
lar actuation of the front leg. We hypothesize that
a strategy of taking different types of steps across
the episode might result in improved robustness
to contact friction, as some subset of the steps
might be successful for any given surface. For
gaits L1–L5, we measured pressure at a higher fre-
quency during experiments compared to the other
experiments for which we measured pressure once
per policy action. This difference accounts for the
change of the resolution of psens curves in Figure 9.

Because frictional error accrues over time, we
normalize the reward by episode length (20 sec)

for the following transfer error analyses. We eval-
uate the effect of MOR tolerance τ and friction
domain randomization on task performance and
transfer error. Figure 10(a-d) show real and sim-
ulation reward normalized by episode length for
each robot. In reality, error accrues over five sep-
arate tests in which robots may reach differing
rewards. Precise values of normalized reward and
transfer error can be found in the Supplementary
Material.

Robot L1 trained with τlow, µfix and the
final robot trained with τlow, µrand achieve similar
reward in simulation. Yet, the former has better
transfer performance to reality than the latter.
The strategy adopted in the latter case (τlo, µrand)
takes fewer, longer steps. This reduces the influ-
ence of friction but likely introduces sensitivity
to inertial perturbations (e.g., external moments
caused by the tubes).

The highest overall reward in simulation is
achieved under training with τhi, µrand. However,
there is a gap of greater than 0.25cm/s betweent
he average sim and real rewards. In only one case
(robot co-optimized with τhigh, µrand, S0) does
the reality match the simulation within 1.5cm for
the 20s episode.

Figure 10(e-f) show simulated and real reward
for policies trained on fixed designs (the L1 design
and the four-legged expert baseline design). Since
only one random seed was used in these training
sets, less variation in reward is evident. Simi-
larly to the training environment with τhigh, µfix,
reward for these gaits is most often higher (i.e.,
outside of 1.5x the interquartile range) in sim-
ulation. Videos and policies, each given in the
supplementary data, show that an aperiodic gait
is learned on the baseline and that while the gait
learned on L1 is periodic, it does not leverage
asymmetry of the front leg nor discover stick-slip
behaviour.

Figure 10(g) presents the mean transfer error
calculated across all trials for each setting under
which robots were trained. Differences in trans-
fer error are caused by differences in real reward
achieved across the five trials for each real robot
experiment and variations in simulation between
the reward achieved by gaits trained with different
random seeds.

In addition to reality transfer, we analyze
transfer from the higher MOR tolerance (τhi)
simulation environment to the higher-fidelity τlo
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environment. Figure 10 shows the reward normal-
ized by episode length for robots trained in each
environment. In spite of the small differences in
position error present between the two tolerances
on the heuristic animations, the final trained gaits
for τhi exhibit high transfer error to the τlow sim-
ulation. The robot trained withτhi, µrand has a
peak error exceeding 0.4cm/s in the low-friction
setting.) Figure 10 also shows monotonicity of the
reward with µ except for the case of τhi, µfix

evaluated in the τhi environment.

7 Discussion

7.1 Expert Baseline Comparison

Robots trained in the lower-tolerance setting
(τlo = 0.001) outperform the baseline on card-
board in simulation and reality. Robot L1, which
our algorithm learns without domain random-
ization, doubles the performances of the expert
baseline on the foam board surface. The robot
learned with τlo and µrand also outperforms the
expert baseline on the foam board. Four out of five
the five evaluated designs trained with τlo, µfix,
Seed 0 (L1–L4) outperform the baseline in real-
world physical experiments; L5 performs compa-
rably to the baseline. One of the robots trained
with τhi, µrand, Seed 0 even further exceeds the
expert baseline (Fig. 1).

Learned robots that beat the baseline employ
a ‘pivoting’ behaviour that allows for large bursts
of forward sliding. Due to asymmetry, these robots
roll sideways and the contact area of the front
leg with the floor is reduced (leading to reduced
frictional forces on that leg). This reduction in
contact area enables the front PneuNet ‘leg’ to slip
forward instead of pushing backward. We hypoth-
esize that the asymmetry of the learned designs
makes this motion possible.

We further show that training in the joint
space of design and control can be advantageous
over training a controller on the expert-developed
design or the L1 design; here, policies trained
through co-optimization achieve higher reward
and stronger transfer in most cases (however, it
is possible that longer training or other parame-
ter tuning might improve this). In general, gaits
trained through co-optimization are qualitatively
different than those trained of fixed designs. Com-
pared to voxel-based design spaces (Cheney et al,

2013), this design space is relatively small. While
it is not clear what effects might arise by consider-
ing a finer-grained space (e.g., FEA element-level
rather than actuator level, we note that modu-
larization at the actuator level seems useful for
practitioners with access to standard fabrication
tools.)

A limitation of this approach is that it is not
guaranteed to find global maxima across the joint
space. The choice here to measure reward on all
designs in the sample at each step may cut cer-
tain designs that have higher potential reward but
require more controller training steps to reach this
potential. These limitations might become more
important as we add complexity to the design
space and the controller.

7.2 Transfer

We see qualitatively successful sim-to-real for sev-
eral designs. While the gaits learned in the τhi
environment differ significantly from those learned
in τlo, they have similar mean sim-to-real trans-
fer error due to high variance in error for different
surfaces. On the aggregate, no particular surface
emerges as more error-prone than any other (Fig.
10 a-d). Further, sim-to-sim error of the τhi model
(evaluated in the τlo environment) is comparable
to its sim-to-real error (Figs. 10e-f).

The robots L1 and L4 have strong agree-
ment with simulation—with the standard devia-
tion across trials taken into account, real-world
reward is within 0.9 cm (0.045cm/s normalized)
of the reward achieved in simulation. Our base-
line gait achieves poor reward in simulation.
In key segments of the gait (depicted in the
images in Figure 7(a)), the simulation records less
progress, or backward progress, compared to what
it achieves in the real world. In the τlo simulation
environment, we measured performance of each
robot across the range of µ used in training.

We further investigate policy transfer between
training environments with different MOR tol-
erances; significant transfer error is found. Both
simulated and real-world reward exhibit some
non-monotonicity with respect to the parameter
µ, showing the complexity of the joint design-
control space. For τlow, worse transfer perfor-
mance is noted on the Table surface, whose friction
parameter µtable = 2.68 is far out of the range
of µrand ∈ {0.65, ...1.3}. The robot trained with
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τhi, µrand has the most consistent performance
across all surfaces but comparable mean error.
The learned gait uses two step types, likely each
successful on different surfaces. Overall, the low-
est transfer error occurs in robots trained with
the lower-tolerance model reduction and evaluated
in an environment with similar friction to some
known µfix.

Though it is difficult to collapse multiple phe-
nomena into a one-dimensional error measure, we
identify stick-slip transitions as the main source of
disagreement. Shown in the supplementary video
and the gait traces of Fig. 7, stick-slip transi-
tion timing has a large effect on the transfer
performance of our designs. Robots that do not
transition at the correct time from stick to slip
do not travel forward, and robots that stick with
too high a force may flip over. Stick-slip transi-
tions are known to be difficult to model (Luo and
Hauser, 2015). Further, it is worth noting that the
tested surfaces fall near or outside of the range
of µ used in training. Custom design of surfaces
for all friction increments used in training is left
to future work. The material parameter fitting
and action warping steps outlined in the appendix
could arguably be identified as an early ‘real-to-
sim’ step; one interesting direction could include
fine-tuning using experimental data.

7.3 Domain Randomization Effects

Having identified stick-slip transitions as the main
source of both performance and error, we perform
domain randomization on the Coulomb friction
parameter in an effort to further improve sim-to-
real transfer. We evaluate how randomization of
friction coefficient µ can affects transfer to surfaces
with higher or lower friction and to reality. Prior
work (Majidi et al, 2013) theoretically analyzes
and empirically demonstrates the baseline sinu-
soidal gait’s highly nonlinear sensitivity to fric-
tional parameters in Coulomb friction. We instead
evaluate the learned design-controller pairs for
surfaces within the range of µrand (silicone mat,
foam board) and outside it (table).

In the particular joint space studied here,
domain randomization across a range of friction
coefficients does not appear to support transfer
from simulation to the real world. All training
settings achieved comparable transfer error across
all surfaces. Analyzing the learned gaits offers a

potential reason. The robot with for τlo, µrand

learns a gait which is less sensitive to friction in
the simulator, but which uses longer, precarious
steps that fail more easily in reality. The robot
trained with τhi, µrand offers the least variance in
reward across the different surfaces by attempting
a variety of step types. The model trained with
τhi accrues significant error in transfer to the τlo
environment.

Unlike in rigid robotics, where the effects of
physical perturbations most often manifest as
changes in a discrete set of values (e.g., joint
torques), perturbations of a soft robot could affect
motion anywhere along its continuous body. We
hypothesize that soft systems’ larger state spaces
may make sim-to-real transfer challenging when
using domain randomization over a single param-
eter. Selecting parameters to randomize is diffi-
cult; reducing sensitivity to one parameter could
increase sensitivity to another. Our simulation
environment offers 11 physical parameters that
could be randomized (though the models them-
selves have more DoF–tens of thousands for the
full-order model and tens to hundred for the
ROM.) Future work will explore randomization
of several parameters at once such as material
parameters, encouraged by the result of Tiboni
et al (2023), under constraints related to tractabil-
ity and stability. It will perform ablation studies
to understand parameters’ significance.

8 Conclusion

This work describes a framework for the simula-
tion and co-optimization of the design and control
of modular, PneuNet-based crawling soft robots
capable of sim-to-real transfer. We present a
model-free algorithm for co-optimization together
with a method for creating reconfigurable, high-
fidelity reduced-order models, allowing our algo-
rithm to efficiently optimize over designs with
different topologies while preserving realism. We
conduct a series of experiments that demonstrate
that our framework learns design-policy pairs that
outperform an expert-designed baseline in a soft
robot locomotion task. We demonstrate and eval-
uate the successful qualitative and quantitative
transfer of these learned pairs from simulation to
reality. Further, we explore the robustness of the
learned robots to new terrains and the utility of
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this method in conjunction with domain random-
ization, a method shown to improve sim-to-real
transfer of learned policies in rigid robotics.

It is difficult if not impossible to explore these
design-control spaces through prototyping or anal-
ysis alone—simulation is needed to build and
evaluate designs and controllers in a tractable
manner. Deformability and nonlinear mechanics
of soft robots introduce additional challenges in
simulation. Soft roboticists experience a trade-off
between simulation fidelity and speed. In addition
to an expert comparison, this work investigates
sim-to-real and sim-to-(higher-fidelity)sim trans-
fer of policies to new terrains, and the effect
of domain randomization of friction on perfor-
mance and transfer. Designs trained with the
higher-fidelity reduced model are discovered that
have comparable performance (within uncertainty
bounds) on all three surfaces. We find that the
training environment tolerance (in the chosen
range) and the presence of friction parametr
randomization have a negligible effect on sim-
to-real transfer error counted across all surfaces.
We plan to explore adaptations of this frame-
work with additional sim-to-real techniques (e.g.,
domain randomization of multiple variables) and
to different design and control spaces.
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